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Abstract

Although there is strong evidence for the positive effects of musical training on audi-

tory perception, processing, and training-induced neuroplasticity, there is still little

knowledge on the auditory and neurophysiological short-term plasticity through lis-

tening training. In a sample of 37 adolescents (20musicians and 17 nonmusicians) that

was compared to a control group matched for age, gender, and musical experience,

we conducted a 2-week active listening training (AULOS: Active IndividUalized Lis-

tening OptimizationS). Using magnetoencephalography and psychoacoustic tests, the

short-term plasticity of auditory evoked fields and auditory skills were examined in

a pre-post design, adapted to the individual neuro-auditory profiles. We found bilat-

eral, but more pronounced plastic changes in the right auditory cortex. Moreover, we

observed synchronization of the auditory evoked P1, N1, and P2 responses and three-

fold larger amplitudes of the late P2 response, similar to the reported effects ofmusical

long-term training. Auditory skills and thresholds benefited largely from the AULOS

training. Remarkably, after training, the mean thresholds improved by 12 dB for bone

conduction and by 3–4 dB for air conduction. Thus, our findings indicate a strong posi-

tive influence of active listening training on neural auditory processing and perception

in adolescence, when the auditory system is still developing.
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INTRODUCTION

There is converging evidence that musically experienced listeners

show numerous advantages in neural processing. Thus, the musi-

cal brain is an excellent model for neuroplasticity.1–3 Active music

making involves numerous neural processes that have a great long-

term impact on perception, cognition, behavior, and brain activity
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from childhood4–10 and adolescence11 to adulthood.12–16 Further-

more, valuable insights have been provided on how neural processing

is related to musical expertise and auditory skills, such as the per-

ception and discrimination of pitch, timbre, or timing.17–21 Short-term

studies of musical training have demonstrated that a remarkable neu-

rofunctional cortical and subcortical plasticity can already be elicited

in a time range of several weeks to months.22–24 Moreover, studies
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F IGURE 1 Individual auditory evoked responses of the P1–N1–P2 complex in three subjects while listening to the samemusical sounds.
The source waveform of each subject shows a different time course, thus representing a “personal fingerprint.” (A) Response from an adolescent
nonmusician with recognizable peak components, (B) response from a young amateur singer with pronounced peak components and a
predominance of the secondary N1, (C) response from amusically highly experienced adult with a substantially enlarged P1–N1–P2 complex
and a dominance of the secondary P2. Abbreviations: LH, left hemisphere; RH, right hemisphere.

associated with active auditory training and listening have revealed

transfer effects tomotor functions, musical performance qualities, and

somatosensory integration.25–29

Auditory evoked responses are commonly used to study the devel-

opment, neuroplasticity, and functional lateralization of the central

auditory system. They are usually recorded during 15–30 min of

passive or attentive listening to different types of sounds. The (late)

auditory evoked responses originate from the primary and secondary

auditory cortex. They typically form the P1–N1–P2 complex (e.g.,

Figure 1), followed by several task-related components like the N2a,

the mismatch negativity, and the P3a.30 Depending on the age and

other factors, the P1 occurs between 30 and 80ms, theN1between 90

and150ms, and theP2between170and280msafter stimulusonset in

adolescents31 and adults.32 While theP1emerges in early childhood,33

the N1 develops during primary school age,34–36 and the P2 later in

adolescence.34

The primary P1, generated in the anterolateral part of Heschl’s

gyrus, is basically a representation of elementary sound features and

is, therefore, relevant for the coding and analysis of spectral and tem-

poral acoustic cues and auditory discrimination skills.32,37 The N1,

generated in the posteriorly situated planum temporale, is a more

complex response that is sensitive to feature detection38 and audi-

tory attention.39,40 The P2 response, partially hosted in Heschl’s gyrus

and adjacent regions of the superior temporal gyrus, is even more

complex and can be considered a precognitive and learning-sensitive

component that is preparing sensory integration.34,41–43 There is con-

verging evidence for a functional specialization of auditory processing

in the two hemispheres.While the left auditory cortex is more strongly

involved in the temporally precise analysis of short signal segments

(<50 ms), being characteristic of many speech sounds, the right audi-

tory cortex is specialized in the analysis of longer-lasting segments

(>200 ms) and melodic information, as well as the parallel processing

of sound spectra giving rise to timbral sensations.44–46

The different time windows of the two hemispheres should be pre-

cisely aligned to trigger a time-locked analysis and thus guarantee an

efficient integration of fast and slow aspects of information.47 More-

over, we have shown that on the individual level, there is a certain

variability in neuroanatomical and functional lateralization patterns

that correlate with sound perception preference.32 As yet, it remains

to be studied in detail how such hemispheric processing characteris-

tics are related to elementary auditory skills (e.g., the discrimination

of tone frequencies, intensities, durations, or timbral attributes) and

more complex auditory pattern recognition (e.g., the subjective pitch of

complex tones and rhythm perception) and whether these might also

be reflected in right- and left-ear thresholds for air and bone conduc-

tion at the peripheral level. Noteworthy, the right auditory cortex was

found to mature slightly earlier from infancy to adolescence than its

left-hemispheric counterpart.36,48–50

Many studies have shown that the primary P1 response,11,36,51,52

the secondary N1/P2 responses,14,21,53 as well as the mismatch neg-

ativity evoked by unexpected stimuli26,54 are related to musical exper-

tise. In our previous studies,32,51 we found that the primary auditory

evoked response predominantly reflected the dispositional aspect of

musicality, as measured in E. Gordon’s music aptitude tests,55 whereas

the secondary responses tended to reflect training-related aspects.

In the course of development, the N1 response complex typically

becomes themajor component in adult nonmusicians andmusical ama-

teurs (Figure 1A,B), whereas, in professional musicians, the P2 shows

the highest magnitudes4,14,53,56,57 (Figure 1C). Our previous studies

with children and adolescents revealed that the degree of synchroniza-

tion between the hemisphereswas positively correlated to the amount

of musical practice.31,36 Also, in musically experienced adults, usu-

ally more balanced, synchronous P1–N1–P2 response patterns were

observed as a consequence of musical long-term training.32

Recent short- and long-term studies have investigated changes in

auditory processing during music listening with regard to elementary
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discrimination abilities and complex pattern recognition skills, as well

as brain connectivity.54,58–60 Furthermore, there is evidence for rapid

changes in event-related potentials due to auditory exposure.61–63

However, there is still a lack of empirical studies on the dynamics of

learning-induced plasticity and potential benefits for brain and behav-

ior for the active listening programs introducedby theFrench ear, nose,

and throat physician Alfred Tomatis.64–66

In our international longitudinal study AMseL31,36,67 (Audio and

Neuroplasticity of Musical Learning), which was conducted from 2009

to 2021 and included five follow-upmeasurement time points, we used

magnetoencephalography (MEG) to investigate the neuroplasticity of

musical learning in children and adolescents (n=220). Short-termplas-

ticity was studied during the fifth measurement timepoint in response

to a 2-week active listening training (AULOS: Active IndividUalized

ListeningOptimizationS) in a subsample of 37 typically developing sub-

jects. This in-house training program promotes the discrimination of

acoustic features, the recognition of auditory patterns, the mainte-

nance of auditory vigilance and attention, as well as sensorimotor and

auditory–motor integration. The concept of “active listening,” which is

central to this approach, is based on the original ideas of Tomatis.64–66

The auditory system is exposed to musical pieces and natural sounds

both through the air and bone conduction.66 The specific use of

bone conduction68,69 has been inspired by early descriptions of res-

onance phenomena in the inner ear.70 The stimulation material is

filtered and systematically fluctuates between a higher and lower

frequency region, using a so-called electronic “sound rocker.”66 The

parameters used for the preparation of the stimulation material are

adapted according to the individual neuro-auditory profiles. The latter

is measured by the in-house psychoacoustic testing battery “KLAWA”

(“Klangwahrnehmung”) also used in our recent studies,71,72 the “Pitch

Perception Preference Test” 32 to quantify subjective pitch perception

and auditory thresholds tests.73

Previous work has demonstrated that in therapeutic applications,

a combination of bone and air conduction combined with specific fil-

tering techniques, as used in the original approach of Tomatis, has

the capacity to considerably improve learning outcomes in conjunc-

tion with transfer effects to cognitive, linguistic, and sensorimotor

domains.74–77 Particularly, the efficacy of this method has been shown

for children with learning and communication disorders74 and atten-

tion deficits,76 as well as for adults with psychomotoric and neu-

rological dysfunctions78 and chronic tinnitus.79 The present study

aimed to investigate the short-term effects of active listening on

(1) the neuroplasticity of auditory evoked responses and its synchro-

nization between the two hemispheres; (2) the functional lateral-

ization between hemispheres that might be reflected in ear advan-

tages; (3) the relative contributions of air and bone conduction;

(4) the potential effects of musical expertise on elementary audi-

tory skills (discrimination of frequency, intensity, onset ramp, and

tone duration thresholds), more complex auditory pattern recogni-

tion (subjective pitch and rhythm perception), and related training-

induced plasticity; and (5) bilateral and conduction-based balancing

processes.

METHODS

Subjects

The training group participating in active listening was recruited on

an optional basis from our longitudinal AMseL study. In particular, the

training was offered to the subgroup of typically developing individ-

uals with no signs of dyslexia or attentional problems. Thirty-seven

young individuals (22 females; 20 musicians, Mage = 17.5 ± 0.6 years;

range: 13–20 years) were tested in a pre- and a post-condition that

were 2.2 ± 0.4 weeks apart. Since our subjects were already expe-

rienced with the experimental procedure and had undergone the

same neurological and psychoacoustic tests five times in the major

long-term study, a short-term increase in familiarity from the pre-

to post-condition would be highly unlikely. Nevertheless, we also

included a control group from the AMseL study that was matched for

age, gender, and musical experience. The control group stems from

the same sample of typically developing children and comprises those

individualswhowere not able to participate in the listening training. As

our AMseL participants had been selected according to standardized

criteria in advance (including age, gender, and social variables), the

two groups are perfectly matched. The controls (n = 20, 10 females,

11 musicians, Mage = 17.9 ± 0.5 years, range 14–20 years) underwent

the same neurological measurements and behavioral tests twice with

a comparable time interval in between (2.7± 0.3 weeks).

An index of cumulative musical practice (IMP) was calculated to

assess musical competence. The IMP was defined as the product of

the number of years of formal music education and the number of

hours per week spent practicing a musical instrument, as reported in

our previous studies.31,36,67 The age-adapted separation value for the

IMP = Σ(h/week× years) was 12. According to the IMP, in total (training

and control group) 26 participants were classified as “nonmusicians”

(IMP < 12) and 31 as “musicians.” For nonmusicians, the mean IMP was

3.4± 0.7, and for musicians, it was 37.3± 5.8.

The AULOS listening training

The short-term plasticity of auditory processing was explored by

active listening based on the principles of the electronic ear (“appa-

ratus for conditioning hearing”; https://patents.google.com/patent/

US4327252), as originally formulated by A. Tomatis.64,65 Based on

our own neurocognitive research, we have further developed this

original approach and implemented it as the “AULOS listening train-

ing.” This refined training takes into account individual neuro-auditory

profiles, which are assessed by auditory thresholds and discrimi-

nation abilities that may be complemented with MEG recordings

(www.musicandbrain.de). The AULOS training was developed as part

of the Heisenberg Research Program by P. Schneider at the University

of Heidelberg in collaboration with ear training professors and listen-

ing therapists (see Acknowledgments). In this study, directly before

starting the listening training program, psychoacoustic discrimination

https://patents.google.com/patent/US4327252
https://patents.google.com/patent/US4327252
http://www.musicandbrain.de
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abilities (KLAWA), auditory thresholds for air and bone conduction,

and auditory evoked fields (AEFs) were measured to define the

subjects’ individual neuro-auditory profiles (“pre condition”). Sub-

sequently, subjects were exposed to preprocessed musical pieces

and natural sounds for 20 h (2–3 h per day over a period of 2 weeks

with 7–10 training days) and instructed to listen in a relaxed mood.

Nevertheless, the training can be classified as a highly active program,

which is based on Tomatis’ “active listening principles” (see below). As a

central component, the electronic “sound rocker” permanently directs

the listener’s attention to ongoing alterations between a lower and

higher frequency region, as defined by a preselected cutoff frequency.

This not only leads to continuous training of the involved ear muscles,

especially the stapedius muscle, but also keeps up vigilance and

stimulates higher attentional functions.

The used natural sounds (e.g., flowing water and bird songs) and

music (usually classical pieces of W.A. Mozart and J.S. Bach, choral

music, and Gregorian chants) are presented softly with high quality

(24-bit resolution, sampling rate 48 kHz, volume range 50–70 dB SPL)

via air and bone conduction. Air conduction was mediated via high-

quality headphones (AKG 812). Bone conduction was applied sep-

arately via a small box with optimized loudspeakers,79 which were

placed directly behind the petrous bone (alternately on the left and

right mastoid and in the midline at the position of the medulla oblon-

gata) with a comfortable fabric headband. The sounds and music

used in the AULOS training are systematically adapted to the ini-

tially assessed individual neuro-auditory profiles for air and bone

conduction and modified according to further principles, which are

explained below. Immediately after the listening training, the KLAWA,

the Pitch Perception Preference Test, auditory threshold tests, and

MEG recordings were performed for a second time (“post condition”).

The core idea of the AULOS training encompasses four principles,

which have been outlined previously by Tomatis.64–66 First, the audi-

tory stimuli are gradually high-pass filtered with cutoff frequencies

that increase during the training. Filtering usually starts with 0 Hz

(unfiltered) and increases stepwise up to 3 kHz and in some cases up to

8 kHz to progressively challenge the auditory system to complement

missing information. Second, different auditory stimulation delays in a

rangeof 0–2500msare used to control the timing of the two frequency

channels of the sound rocker, which produces permanent fluctuations

to keep up the listener’s vigilance and continuous attention. Third, the

training uses an interlocked stimulation of air and bone conduction. In

each cycle of the sound rocker, stimuli are initially presented only via

bone conduction, which plays the leading role in active listening. Then,

air conduction is added with a delay of about 150–300 ms (up to 2 s)

corresponding to typical subcortical and cortical neurophysiological

delay times.30 While air conduction ismediated via the outer ear canal,

bone conduction ismediated by resonance vibrations thatmay directly

stimulate the outer hair cells on the basilar membrane. Fourth, the

“sound rocker” integrates the advantages of these three principles.66

Triggered by the dynamics of the musical flow, segments of prepared

music and sounds permanently switch in a controlled way between

the low- and high-pass filtered channel relative to the selected cutoff

frequency.

Magnetoencephalography

AEFs were measured by 122 planar gradiometers (Neuromag-122

whole-head MEG system80) in response to seven different sampled

instrumental sounds (piano, guitar, flute, bass clarinet, trumpet, vio-

lin, and percussion) and five artificial simple harmonic complex tones,

as used in previous studies.14,21,31,32,36,67,71 All stimuli had the same

length and superimposed onset and offset ramps (duration: 10 ms) to

avoid clicks. AEFs were calculated post hoc from the ongoing changes

of field distributions recorded over the head surface with a low-

pass filter of 0.00 (DC)−330 Hz and a sampling rate of 1 kHz. Each

of the stimuli was presented 100 times in pseudorandomized order

(tone length 500 ms, interstimulus interval 300–400 ms). This guar-

anteed a high signal-to-noise ratio for robust source modeling as a

basis for the analysis of the time course of AEFs and corresponding

peak latencies and amplitudes. The presentation volume was set to

70 dB SPL, which was controlled by a Brüel and Kjaer artificial ear

(type 4152). The stimuli were presented binaurally via 90 cm plastic

tubes through foam ear pieces placed in the ear canal and connected

to small shielded transducers that were fixed in boxes next to the

subject’s chair.

To avoid an overlaying influence of task-specific changes in the audi-

tory evoked responses, subjects were measured in the MEG without

a task. To control their vigilance, they were instructed to listen to the

tones in a relaxed state and towatch a silentmovie. The duration of the

measurement session was 16 min. Data analysis was performed using

BESA Research 6.0 software (MEGIS Software GmbH, Gräfelfing, Ger-

many). Prior to averaging, datawere inspectedwith theBESAResearch

Event-Related Field Module to automatically exclude 3–7 noisy (bad)

channels, about 10%of all epochs exceeding a gradient of 600 fT/cm×s,

andamplitudes either exceeding3000 fT/cmor fallingbelow100 fT/cm.

Signal strength was calculated relative to a 100 ms prestimulus base-

line. The responses of each subjectwere collapsed into a grand average

(1100 artifact-free epochs) in a 100 ms prestimulus to 400 ms post-

stimulus time window. Averaged channel waveforms were calculated

at the sensor level for a representative selection covering temporal

and frontocentral regions, including the rectangular (R) and circular (C)

derivatives. Furthermore, based on a spherical head model,81–83 spa-

tiotemporal source modeling was performed to separate the primary

response complex from the later secondary responses, using a two-

dipolemodel with an equivalent dipole in each hemisphere.31,32,36,71,83

Source modeling was done on an individual basis prior to group-

averaging of the source waveforms. Since the head position of the

subjects under the dewar of the MEG was not the same in the pre-

and post-condition, source localizations and orientations were fitted

separately with exactly the same fitting parameters. The fitting inter-

vals were individually adjusted in four steps: (1) the dipoles were

converted to a regional source in each hemisphere and the center

of the P1–N1–P2 response complex was localized using an individ-

ually adjusted fitting interval between the P1 and P2 peaks, (2) the

regional sources were converted back to single dipoles, (3) the ori-

entation of the primary P1 response was fitted around its lower and

upper half-sidelobes and directed toward the vertex before analyzing
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P1 latencies and amplitudes, (4) the orientation of the N1 and P2

responseswas fitted toward their lower andupper half-sidelobeswhile

maintaining the direction of the P1 toward the vertex. Subsequently,

the N1 and P2 latencies and amplitudes were taken from the source

waveforms, with the N1 amplitude usually having negative values. The

described procedure is well-established and has been used similarly in

our earlier studies.14,21,31,32,36,67,71 In addition, absolute asynchronies

|peak latency {right – left}| and absolute amplitude asymmetries |peak

amplitude {right – left}| were calculated in order to assess howwell the

latencies and amplitudesmatch between hemispheres.

Auditory discrimination tests

For the audiometric and psychoacoustic tests, the stimuli were pre-

sented binaurally using an RME Hammerfall DSP Multiface system

and closed dynamic headphones (Sennheiser HAD 200) designed for

high-quality hearing tests. These headphones provide about 30 dB of

passive attenuation in the frequency region of the stimuli used. The

intensity was controlled not to exceed 75 dB SPL. The auditory test-

ing battery included the assessment of auditory discrimination abilities

(KLAWA test)71,72 and of subjective pitch perception.32,84

KLAWA is an in-house computer-based threshold test for chil-

dren, adolescents, and adults based on an “alternative-forced-choice”

procedure.85 In this procedure, which automatically adapts to the sub-

jects’ performance, thresholds are calculated and then compared to an

age-referenced norm group. The KLAWA measures the sensitivity for

discriminatingdifferent acoustic parameters, namely intensity (dB; soft

vs. loud), frequency (semitones/ST; low vs. high), onset ramp (ms; sharp

vs. mellow), and tone duration (ms; short vs. long). The discrimination

thresholds for these parameters may vary largely from subject to sub-

ject (> factor 100). In the frequency subtest, the standard is a 500 Hz

pure tone and the difference between tones varies randomly by up to

two STs. In the intensity subtest, the standard is fixed at 65 dB SPL,

while the test tones vary between 45 and 65 dB SPL. In the onset ramp

subtest, the standard has a linear rise time of 15 ms, a continuous seg-

ment of 735 ms, and a linear fall time of 50 ms, while the rise times of

the test tones vary logarithmically up to 300 ms. In the duration sub-

test, the standard has a duration of 400 ms and the comparison tones

are varied logarithmically from 400 to 600 ms. The KLAWA measures

individual perceptual thresholds more accurately than conventional

procedureswith fixedpreset thresholds.86 Furthermore, rhythmic abil-

ities are assessed by 24 pairs of rhythmic sequences that have to be

classified as being the same or different.

The pitch perception preference test measuring subjective pitch

perception includes 144 different pairs of harmonic complex tones.

Each pair consists of two consecutive tones (duration: 500 ms, 10 ms

rise-fall time, interstimulus interval 250 ms). Each test tone includes

two, three, or four adjacent harmonics, omitting the fundamental

frequency.32 Audiometric pure tone thresholds (below referred to as

“auditory thresholds”)weremeasured in a frequency regionof 125Hz–

12 kHz in dB SPL for both ears separately for air and bone conduction

using standard protocols.73

Data analyses

With regard to theneurofunctionalMEGdata, four-wayANOVAswere

calculated for the independent variables (first two: within-subjects

repeated measurement factors, last two: between subjects grouping

factors) “measurement timepoint” (MT1: pre,MT2: post), “hemisphere”

(R, L), “treatment group” (training, control), and “musical expertise”

(mus, non). Separate analyses were performed for the dependent vari-

ables P1/N1/P2 latencies and amplitudes. Moreover, like in previous

studies,31,36 the absolute differences of P1/N1/P2 latencies and ampli-

tudes measured in the right and left hemispheres were considered

as measures of functional lateralization in corresponding three-way

ANOVAs. Likewise, performance in each of the psychoacoustic tests

(KLAWA and Pitch Perception Preference Test) was analyzed in three-

way ANOVAs with the following dependent variables: discrimination

thresholds for “frequency,” “intensity,” “onset ramp,” “tone duration,”

and scores for “rhythm perception” and “subjective pitch perception.”

With regard to auditory thresholds, as well for air conduction as for

bone conduction, five-way ANOVAs were performed for the indepen-

dent variables “measurement timepoint” (MT1: pre, MT2: post), “ear”

(R, L), “frequency region” (low, mid, high), “treatment group” (training,

control), and “musical expertise” (mus, non). Moreover, corresponding

ANOVAs were calculated for absolute threshold differences with the

dependent variables “absolute difference between left and right ear”

(five-way ANOVA including the independent variable “threshold type,”

but not “ear”), “absolute difference pre-post for air and bone conduc-

tion” (five-way ANOVA including the independent variable “threshold

type,” but not “measurement timepoint”), and “absolute difference

between air and bone conduction” (five-way ANOVA including all

independent variables apart from “threshold type”). For all ANOVAs,

post hoc tests were adjusted for multiple comparisons by Bonferroni

correction.

RESULTS

The detailed findings of all performed ANOVAs can be found in Tables

S1–S3 (MEGparameters for P1, N1, and P2) and Tables S4 and S5 (psy-

choacoustic parameters). Please note that in these tables, interactions

are only indicated in case of significance.

Short-term plasticity of cortical auditory processing
induced by AULOS listening training

The compact AULOS listening training resulted in remarkable changes

in AEFs (Figure 2 and Table 1). With regard to P1 latency, none of

the studied variables had a significant effect. However, for absolute

P1 asynchrony, there was a significant interaction “MT × treatment

group” (F(1,53) = 12.0, p = 0.001, part. η2 = 0.19). The listening training

induced an impressive temporal synchronization of the left and right

hemispheric responses in the training group (pre: 7.0 ms vs. post:

2.6 ms; p = 2.9E-9), but not in the control group (pre: 6.1 ms vs. post:

5.4 ms; n.s.). A corresponding interaction was also observed for P1
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F IGURE 2 (A) Three-dimensional reconstructions of the right and left auditory cortex of an adolescent. (B) Two-dipole model to extract the
individual source waveforms (activation over time) in the regions of the left (blue) and right (red) auditory cortex. (C) Averaged source waveforms
of musicians (top), nonmusicians (middle), and all subjects (bottom) before (pre) and after (post) the 2-week listening training. (D) Difference curves
for pre- and post-measurements. (E) Increase of the P2 amplitude after training. *p< 0.05; ** p< 0.01; ***p< 0.001.

amplitude (F(1,53) = 4.8, p = 0.033, part. η2 = 0.08), which increased

in the training group (pre: 15.8 nAm vs. post: 18.2 nAm; p = 0.009),

but not in the controls (16.2 vs. 15.3 ms; n.s.). Effects of musical

expertise were not observed for P1 latency, absolute asynchrony, or

amplitude.

Different from the P1, the latency of the N1 decreased in the train-

ing group (pre: 128.7 ms vs. post: 118.6 ms; p = 0.004), but remained

stable in the controls (pre: 123.4 ms vs. post: 122.7 ms; n.s.). Also, the

absolute N1 asynchrony was reduced almost by half only in the train-

ing group (pre: 11.2 ms vs. post: 6.4 ms; p = 0.01), but not in controls

(pre: 9.1 ms vs. post: 9.3 ms; n.s.). With regard to N1 amplitude, a sig-

nificant “MT × treatment group” interaction (F(1,53) = 4.5, p = 0.04,

part. η2 = 0.08) showed that the magnitude of the N1 increased in the

training group (pre: −7.3 nAm vs. post: −11.7 nAm; p = 0.02), but not

in controls (pre: −11.0 nAm vs. post: −8.5 nAm; n.s.). In general, N1

responseswere substantially larger in the right (−12.7nAm) than in the

left hemisphere (−6.5 nAm); F(1,53) = 18.8, p = 6.5E-5, part. η2 = 0.26.

The increase of N1 amplitude due to training was only significant for

the right (Δ=7.7 nAm; p=0.001), but not for the left (Δ=1.1 nAm; n.s.)

auditory cortex. This was also reflected in a training-induced increase

of the absolute asymmetry of N1 amplitude (pre: 8.0 nAm vs. post:

13.0 nAm; p= 0.002) in comparison to the control group (pre: 7.0 nAm

vs. post: 9.4 nAm; n.s.).

With regard toP2 latency, no training-relatedeffects orhemispheric

differences were found. P2 latencies were slightly longer in musicians

(202.6 ms) than in nonmusicians (183.8 ms); F(1,53) = 6.4, p = 0.02,

part. η2 = 0.11. Like for the P1 and N1, the listening training caused

a prominent reduction of absolute asynchrony in the P2 component
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TABLE 1 Paired pre-post comparisons for all measuredMEG parameters separately listed for the training group (middle column) and control
group (right column)

Training group Control group

MEG parameters Mus. Exp. /Hemi. Pre Post Sign. Pre Post Sign.

P1 latency (ms) Mus R 72.8 ± 2.2 72.9 ± 2.1 n.s. 73.4 ± 2.8 72.6 ± 2.8 n.s.

Mus L 73.7 ± 2.3 72.7 ± 2.1 n.s. 74.4 ± 3.0 74.1 ± 2.8 n.s.

Non R 68.5 ± 2.3 68.2 ± 2.3 n.s. 70.9 ± 3.1 71.7 ± 3.1 n.s.

Non L 68.5 ± 2.5 68.0 ± 2.3 n.s. 71.7 ± 3.3 71.0 ± 3.1 n.s.

Absolute P1 asynchrony

|R–L| (ms)

Mus 6.4 ± 1.1 2.7 ± 0.8 p= 4.7E-5 4.8 ± 1.6 5.8 ± 1.5 n.s.

Non 7.6 ± 1.2 2.5 ± 0.8 p= 8.0E-7 7.9 ± 1.8 6.9 ± 1.6 n.s.

P1 amplitude (nAm) Mus R 15.7 ± 1.8 18.1 ± 2.0 n.s. 15.6 ± 2.4 16.6 ± 2.4 n.s.

Mus L 17.4 ± 2.1 18.7 ± 2.2 n.s. 18.9 ± 2.8 18.9 ± 3.0 n.s.

Non R 13.4 ± 1.8 17.2 ± 2.2 p= 0.021 13.8 ± 2.7 10.7 ± 2.7 n.s.

Non L 16.7 ± 2.4 18.7 ± 2.4 n.s. 16.4 ± 3.1 15.1 ± 3.3 n.s.

Absolute asymmetry of P1

amplitude |(R–L)/(R+L)|

Mus 5.1 ± 1.1 4.7 ± 0.9 n.s. 4.8 ± 1.6 5.8 ± 1.5 n.s.

Non 4.6 ± 1.2 5.0 ± 1.0 n.s. 7.9 ± 1.8 6.9 ± 1.6 n.s.

N1 latency (ms) Mus R 134.7 ± 6.5 119.3 ± 2.4 p= 0.004 128.6 ± 7.6 128.2 ± 3.7 n.s.

Mus L 134.6 ± 6.2 121.3 ± 4.3 p= 0.003 131.0 ± 7.2 128.1 ± 5.6 n.s.

Non R 122.2 ± 7.0 114.9 ± 2.6 n.s. 118.6 ± 8.4 114.8 ± 4.1 n.s.

Non L 123.2 ± 6.7 119.1 ± 4.7 n.s. 115.2 ± 8.0 120.0 ± 6.1 n.s.

Absolute N1 asynchrony

|R–L| (ms)

Mus 15.1 ± 2.7 7.0 ± 2.2 p= 0.004 9.3 ± 3.4 10.6 ± 2.9 n.s.

Non 7.2 ± 2.9 5.8 ± 2.4 n.s. 8.9 ± 3.8 7.9 ± 3.2 n.s.

N1 amplitude (nAm) Mus R −10.9 ± 2.9 −19.5 ± 5.0 p= 0.004 −11.6 ± 5.1 −15.5 ± 6.6 n.s.

Mus L −4.7 ± 3.1 −6.3 ± 4.5 n.s. −10.0 ± 5.1 −7.4 ± 6.0 n.s.

Non R −7.8 ± 3.2 −14.6 ± 5.4 p= 0.030 −11.9 ± 5.6 −9.7 ± 7.3 n.s.

Non L −5.9 ± 3.4 −6.5 ± 4.9 n.s. −9.6 ± 5.6 −1.3 ± 6.6 n.s.

Absolute asymmetry of N1

amplitude |(R–L)| (nAm)

Mus 11.8 ± 1.4 17.4 ± 2.6 p= 0.007 7.8 ± 1.9 9.9 ± 3.2 n.s.

Non 4.3 ± 1.5 8.5 ± 2.8 p= 0.05 6.2 ± 2.1 8.9 ± 3.5 n.s.

P2 latency (ms) Mus R 209.7 ± 7.8 201.9 ± 6.2 n.s. 201.5 ± 8.7 202.6 ± 6.3 n.s.

Mus L 207.2 ± 8.5 203.6 ± 6.3 n.s. 196.2 ± 10.6 198.5 ± 8.7 n.s.

Non R 191.1 ± 8.5 186.3 ± 6.7 n.s. 180.4 ± 10.8 179.7 ± 9.1 n.s.

Non L 183.4 ± 9.3 187.7 ± 6.9 n.s. 180.4 ± 11.7 181.8 ± 9.6 n.s.

Absolute P2 asynchrony

|R–L| (ms)

Mus 16.4 ± 3.9 6.5 ± 1.9 p= 0.022 7.4 ± 4.8 9.5 ± 2.4 n.s.

Non 14.8 ± 4.2 8.2 ± 2.1 n.s. 15.6 ± 5.3 7.9 ± 2.7 n.s.

P2 amplitude (nAm) Mus R 6.9 ± 2.8 26.6 ± 4.3 p= 8.6E-11 6.8 ± 4.1 7.8 ± 5.6 n.s.

Mus L 12.9 ± 2.5 25.6 ± 3.4 p= 9.9E-8 8.9 ± 4.0 10.7 ± 5.0 n.s.

Non R 5.8 ± 3.0 19.0 ± 4.7 p= 7.0E-6 −4.3 ± 4.5 −5.7 ± 6.2 n.s.

Non L 5.8 ± 2.7 15.9 ± 3.7 p= 3.4E-5 0.2 ± 4.4 −0.7 ± 5.5 n.s.

Absolute asymmetry of P2

amplitude |(R–L)| (nAm)

Mus 8.3 ± 1.6 8.0 ± 1.5 n.s. 5.8 ± 2.1 5.7 ± 1.9 n.s.

Non 6.0 ± 1.8 8.3 ± 1.6 n.s. 7.7 ± 2.4 5.5 ± 2.1 n.s.

Note: Values are shown in different rows according tomusical expertise.

Abbreviations: Hemi, hemisphere; L, left; Mus, musicians; Non, nonmusicians; R, right; Sign, significance.

in the training group (pre: 15.6 ms vs. post: 7.4 ms; p = 0.01), but

not in controls (pre: 11.5 ms vs. post: 8.7 ms; n.s.). Remarkably, in

response to training, the P2 amplitude showed an almost threefold

increase (pre: 7.9 nAm vs. post: 21.8 nAm; p = 3.3E-12), while no

changes were observed in the control group (pre: 2.9 nAm vs. post:

3.0 nAm; n.s.); F(1,53) = 27.6, p = 2.7E-6, part. η2 = 0.34. The “MT ×

hemisphere× treatment group” interaction revealed that this training-

induced amplitude increase, although strong in both hemispheres, was

more pronounced on the right (Δ = 16.4 nAm, p = 1.8E-12) than on

the left side (Δ = 11.4 nAm, p = 6.8E-10; F(1,53) = 7.7, p = 0.008, part.
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F IGURE 3 Sensor waveforms from a representative selection of channels, covering temporal (T7–T10) and frontocentral regions (FC6–FC9)
over the right and left hemispheres, averaged over all subjects of the training group. Abbreviations: LH, left hemisphere; RH, right hemisphere.

η2 = 0.13). Moreover, the P2 response was significantly larger in musi-

cians (13.3 nAm) than in nonmusicians (4.5 nAm); F(1,53) = 5.0, p= 0.03,

part. η2 = 0.09.

Furthermore, the averaged channel waveforms at the sensor level

were calculated for a representative selection covering temporal and

frontocentral regions, including the rectangular (R) and circular (C)

derivatives at the positions T10, T8, FC8, FC6, T9, T7, FC9, and FC7.

Like for the source waveform analyses, an enhancement of the late P2

response was clearly visible, thus corroborating the above-reported

findings (Figure 3).

Short-term plasticity of auditory skills

Almost all of the tested psychoacoustic parameters demonstrated

substantial improvements due to the listening training. In the train-

ing group, the discrimination of frequency was refined from 0.27 to

0.18 STs (p = 0.01), of intensity from 0.89 to 0.56 dB (p = 0.002), of

onset ramp from19 to8ms (p=0.001), andof rhythm from82%to89%

(p=3.8E-8).No significant training-induced changeswereobserved for

tone duration and subjective pitch. There were no significant changes

in the control group for any of the tested psychoacoustic parameters.

Also, therewereno significant differences betweenmusicians andnon-

musicians, except for frequency (non: 0.35 ST, mus: 0.16 ST; F(1,53) =

14.7, p= 3.3E-4, part. η2 = 0.22; see Figure 4A–F and Table 2.

Short-term plasticity of auditory thresholds through
active listening training

Figure 4G presents the hearing thresholds separately for air and

bone conduction. With regard to air conduction, there were no

training-induced effects reflected in a corresponding “MT × treat-

ment group” interaction, nor was there a difference related to musical

expertise.

For bone conduction, musicians undergoing the listening training

showed a significant improvement in threshold from 5.7 to 1.2 dB SPL

(p = 0.049), which was not observed in nonmusicians and untrained

controls. Moreover, there were no differences in the mean sensitivi-

ties of the left and right ear for both types of transmission. However,

when comparing the absolute differences between the two ears, bone

conduction showed a larger left-right difference (5.1 dB) than air con-

duction (3.5 dB); F(1,53) = 18.0, p= 8.8E-5, part. η2 = 0.25. The absolute

ear difference furthermore depended on frequency region (F(1,53) =

7.1, p = 0.002, part. η2 = 0.12), with high frequencies being more

strongly lateralized (5.1 dB) than middle frequencies (4.1 dB; p =

0.009), and low frequencies (3.7 dB; p= 0.007).

In order to directly compare the auditory plasticity of air and bone

conduction, we calculated the absolute pre-post difference values. In

the training group, there was a very strong effect of threshold type,

showing amore than threefold higher plasticity for bone (11.7 dB) than

for air conduction (3.3 dB); F(1,53) =20.3, p=3.7E-5, part. η2 =0.28; see

Figure 4H.

To account for possible balancing effects between air and bone

conduction, the absolute air–bone difference values were also consid-

ered (Figure 4I). There was a clear “MT × treatment group” interaction

(F(1,53) = 23.1, p = 1.3E-5, part. η2 = 0.30). Remarkably, in the training

group, mean absolute differences were almost halved from 12.0 dB

(pre) to 6.5 dB (post); p = 3.1E-10, while no changes were observed

in the control group (pre: 8.1 dB vs. post: 8.3 dB; n.s.). Moreover, the

balancing effect observed in the training group depended on frequency

region (F(1,53) = 6.6, p = 0.002, part. η2 = 0.11). While balancing was

substantial in themid- (pre: 13.3 vs. 5.2 dB; p= 5.9E-13) and high- (pre:

13.0 vs. 6.2 dB; p = 1.4E.6) frequency regions, no significant change



ANNALSOF THENEWYORKACADEMYOF SCIENCES 9

Mus
Non

[s
em

ito
ne

s]

[m
s]

0.5

1

15

30

45

0.5

1

1.5

[d
B] 70

80

90

DurationFrequency Onset ramp Rhythm Subjective
Pitch

[%
]

[p
p 

in
de

x]

-1

-0.5

0

(A) (B) (C) (F)(E)

00 1000

25

50

75

0

(D)Intensity

[m
s]

pre post pre post pre post pre post pre post pre post

*

**
*

***

Pre

(G) (H) (I)

Post
Bone
Air

Low Mid High Low Mid HighLow Mid High

Absolute Difference
Air - Bone

Condition

Absolute Difference
Pre - Post

Audiometry

SP
L

[d
B]

[d
B]

[d
B]

Frequency (kHz)

-20

-10

*
*

***

F IGURE 4 Short-term plasticity of auditory skills. Apart from the perception of tone duration (D) and subjective pitch (F), all auditory domains
(A, B, C, E) substantially benefited from the short-term listening training (musicians: filled circles, nonmusicians: open circles). (G) Averaged hearing
thresholds (measured in dB SPL) for all subjects. (H) The absolute difference between pre- and post-measurement for bone (red) and air (blue)
conduction. (I) The absolute difference between air and bone conduction for pre- (solid) and post- (dashed) measurement. *p< 0.05; ** p< 0.01;
***p< 0.001.

was observed for the low-frequency region (pre: 9.7 dB vs. post:

8.0 dB; n.s.).

Interestingly, the initial high variability among subjects was lower

after the training, signifying a homogenization of response patterns

toward average values. There were no effects of musical expertise on

auditory thresholds.

DISCUSSION

In this study, we first report neurophysiological and psychometric indi-

cators of high efficiency for short-term active listening. Specifically, we

found a strong bilateral synchronization between left and right hemi-

spheric activation, which was most pronounced for the primary P1

response. Second, we observed a substantial increase in the magni-

tude of the late auditory evoked P2 response. Third, the most relevant

auditory discrimination skills showed consistent improvements. In the

following, wewill first outline the basic effectmechanisms of this train-

ing and then relate them to our specific neurological and behavioral

findings.

Principles of active listening and potential
neuro-auditory mechanisms

Human perception relies on the segregation of relevant information

from meaningless background events.87 In audition, this means the

recognition of objects like a sprinkling fountain, a laughing friend, or a

melody from the radio based on spectral and temporal cues. Acoustic

signals are converted into spectral and temporal excitation patterns in

the auditory periphery, including the cochlea and auditory nerve.88–90

At the cortical level, the two hemispheres are specialized for comple-

mentary aspects of auditory processing, such that temporal resolution

is better in the left hemisphere and spectral resolution is better in

the righthemisphere.32,44,91,92 This enables aprecise spectro-temporal

representation of auditory features, which is essential to comprehend

the acoustic environment and adequately respond to it.

Remarkably, auditory pattern recognition skills show large

interindividual differences21,32,93 and are sensitive to long-term

musical training.11,18,20,24,31,36,94 The latter is reflected in an enhanced

speed and synchrony of auditory evoked responses, indicating an

increased neural efficiency in the brains of musicians.21,93 While there
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TABLE 2 Paired pre-post comparisons for all measured psychoacoustic parameters separately listed for the training group (middle column)
and control group (right column)

Training group Control group

Psychoacoustic parameters Mus. Exp. Pre Post Sign. Pre Post Sign.

Frequency (semitones) Mus 0.21 ± 0.06 0.14 ± 0.04 n.s. 0.14 ± 0.07 0.15 ± 0.05 n.s.

Non 0.34 ± 0.06 0.23 ± 0.04 p= 0.034 0.41 ± 0.08 0.42 ± 0.06 n.s.

Intensity (dB) Mus 0.83 ± 0.16 0.47 ± 0.10 p= 0.009 0.49 ± 0.21 0.45 ± 0.14 n.s.

Non 0.95 ± 0.17 0.65 ± 0.11 p= 0.043 0.76 ± 0.23 0.82 ± 0.16 n.s.

Onset ramp (ms) Mus 14.5 ± 4.9 5.3 ± 1.9 p= 0 .038 5.9 ± 6.6 5.3 ± 2.6 n.s.

Non 24.1 ± 5.9 10.4 ± 2.3 p= 0.011 19.0 ± 7.3 17.3 ± 2.9 n.s.

Tone duration (ms) Mus 44.6 ± 5.5 38.5 ± 5.4 n.s. 41.1 ± 7.5 40.3 ± 7.2 n.s.

Non 49.6 ± 6.0 41.8 ± 5.8 n.s. 50.6 ± 8.2 56.2 ± 8.0 n.s.

Rhythm (% correct responses) Mus 84.4 ± 1.8 90.2 ± 1.6 p= 2.7E-4 84.5 ± 2.4 86.4 ± 2.2 n.s.

Non 79.2 ± 1.9 87.5 ± 1.7 p= 4.0E-6 78.2 ± 2.6 77.8 ± 2.4 n.s.

Subjective pitch (−1: fundamental /

+1: spectral pitch)

Mus −0.59 ± 0.11 −0.66 ± 0.12 n.s. −0.66 ± 0.15 −0.64 ± 0.16 n.s.

Non −0.45 ± 0.12 −0.38 ± 0.13 n.s. −0.52 ± 0.16 −0.53 ± 0.18 n.s.

Auditory threshold for air conduction

(dB SPL)

Mus −1.5 ± 0.9 −1.7 ± 1.1 n.s. 0.2 ± 1.2 0.6 ± 1.5 n.s.

Non −0.8 ± 1.0 −0.7 ± 1.2 n.s. −1.1 ± 1.4 −1.8 ± 1.6 n.s.

Auditory threshold for bone conduction

(dB SPL)

Mus 5.7 ± 2.4 1.2 ± 1.3 p= 0.049 −1.5 ± 3.2 −1.2 ± 1.8 n.s.

Non 0.1 ± 2.6 3.5 ± 1.5 n.s. −3.8 ± 3.6 −6.4 ± 2.0 n.s.

Absolute threshold difference between

left and right ear (dB)

Mus 4.4 ± 0.4 4.1 ± 0.4 n.s. 3.6 ± 0.6 4.4 ± 0.6 n.s.

Non 5.6 ± 0.5 4.0 ± 0.4 p= 0.010 3.5 ± 0.5 4.7 ± 0.5 n.s.

Absolute threshold difference pre-post

for air conduction (dB)

Mus 3.0 ± 0.5 3.4 ± 0.7

Non 3.6 ± 0.6 4.0 ± 0.8

Absolute threshold difference pre-post

for bone conduction (dB)

Mus 12.0 ± 1.1 4.7 ± 1.5

Non 11.4 ± 1.2 6.6 ± 1.7

Absolute threshold difference between

air and bone conduction (dB)

Mus 13.2 ± 1.0 6.4 ± 0.6 p= 4.2E-9 7.6 ± 1.3 8.6 ± 0.8 n.s.

Non 10.8 ± 1.1 6.6 ± 0.6 p= 1.6E-4 8.5 ± 1.5 8.1 ± 0.9 n.s.

Note: Values are shown in different rows according tomusical expertise.

Abbreviations:Mus, musicians; Non, nonmusicians; Sign., significance.

is convincing evidence for the effectiveness of long- and short-term

musical training on brain and behavior,3–16,18–29 systematic studies

on the short-term plasticity of the auditory system in response to

the active listening concept of Tomatis have been scarce. Until today,

his therapeutic approach has only partially been scientifically rec-

ognized and accepted even though he was very successful, and the

effectiveness of his approach had been proven in various studies.74–79

With our present study, we demonstrate for the first time the high effi-

cacy of his active listening principles as implemented in the “electronic

ear.”66

As already outlined, the AULOS training integrates four original

principles of Tomatis.64–66 The first principle is that auditory stimuli are

progressively filtered during the course of the 2-week listening train-

ing, which increasingly challenges the auditory system to complete

missing information. It has been emphasized by Tomatis64 and later

by Alos66 that it is particularly the high-frequency stimulation that is

most efficient. Our present findings largely confirm this assumption by

showing that the plasticity induced by the listening trainingwas largest

in themid- and high-frequency regions (Figure 4H). In the following, we

will try to give a physiological explanation for the great importance of

high-frequency stimulation:Harmonic sounds,whicharewidelyused in

the AULOS training, are characteristic of voiced sounds of speech, like

vowels, and of most musical instruments. Due to the quasi-logarithmic

frequency representation along the cochlea, low harmonics stimulate

spatially well-separated frequency channels, that is, their maxima

are clearly distinguished (“spectrally resolved”). With increasing

harmonic numbers, spectral resolution progressively decreases due

to an overlap of stimulated frequency channels. As a consequence, in

the high-frequency region, cochlear excitation patterns are sharply

synchronized to the superposition of unresolved harmonics, which

has a periodicity corresponding to the harmonic tone’s fundamental

frequency. In hair cells, the mechanical excitation patterns induce

synchronous voltage fluctuations of their membrane potentials, which

in turn elicit neural activity patterns in the auditory nerve.68 The latter

is encoded by neural phase-locking, which is largely preserved in sub-

sequent nuclei along the auditory pathway. Thus, the temporal neural

encoding of musical and speech sounds as well as melodies highly

relies upon temporal synchronization processes along the auditory
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pathway up to the auditory cortex, with a particular involvement of

the left hemisphere showing a finer temporal resolution. We have

previously shown that a high synchronization in the auditory periphery

is mirrored by enhanced amplitudes of AEFs at the cortical level.93–96

The temporal encoding of auditory features through phase-locking

becomes increasingly important in the spectrally, partly resolved

mid- and unresolved high-frequency regions.89,90 It is thus not

surprising that the efficiency of AULOS, which heavily relies on

high-pass filtered musical stimulation, was strongest in the mid- and

high-frequency regions.

As a second principle, the AULOS training uses varying delays in

auditory stimulation in a time range of 0–2500 ms to ensure audi-

tory attention. Such temporal fluctuations counteract fatigue effects

(physiological adaptation in the auditory periphery and higher-order

cognitive habituation), thereby enhancing the amplitudes of cortical

auditory evoked responses.95–98

As a third principle, the training uses an interlocked stimulation

of air and bone conduction. While air conduction is mediated by the

direct stimulation via the outer ear canal, the ossicles in the middle

ear, and the traveling wave patterns on the basilar membrane,99 bone

conduction is mediated by vibrations of the petrous bone, which are

transduced by the outer hair cells into electrical potentials. Previous

work has demonstrated that a combination of both transmission types

has the capacity to enhance auditory and cognitive learning, initiate

multisensory integration processes, and induce transfer effects into

other domains in therapeutic applications.74–79

According to the Australian neuroscientist and acoustician Andrew

Bell, the specific effects of bone conduction may be explained by

biomechanical resonance principles,100,101 as already suggested in the

19th century by Hermann vonHelmholtz.70 The latter inventedmetal-

lic spherical resonators (so-called “Helmholtz resonators”) to identify

the various frequencies or musical pitches present in music and every-

day noises. On a more general level, biological resonators have been

described as “enclosed volumes of air or water that communicate with

the outside world through a small opening,”102 which also seems to be

the case in nerve cells103 and hair cells in the cochlea.100 Bell demon-

strated that on the basilar membrane, the cilium tufts of the outer hair

cells are arranged in the form of resonators of different lengths cor-

responding to the musical chromatic scale.101 He postulated that the

arrival of an external sound activates a pre-established internal tuning

similar to the pipes of an organ.66,100

As a fourth principle, a so-called “sound rocker” integrates the

advantages of the former principles. It combines preset filter settings

with predefined delays. Relative to a selected cutoff frequency, seg-

ments of prepared music and natural sounds are low- and high-pass

filtered and switch between the lower andhigher channel, respectively,

according to the dynamics of themusical flow.

Neural efficiency and synchronization of AEFs

We found a clear bilateral synchronization of the P1–N1–P2 com-

plex after the listening training, which was strongest for the primary

P1 response (Table 1). Moreover, changes were more pronounced for

bone than for air conduction as a function of the listening training

(Figure 4H). Bone conduction manifests as a multisensory resonance

phenomenon, sensorily encoded by the outer hair cells,66,100 which

should further be encoded along the auditory pathway. We suggest

that the observed strongP1 synchronizationmay be based on synchro-

nizing principles that are already effective in the auditory periphery

and propagate up to the primary cortical level.

Furthermore, the listening training elicited an increase in themagni-

tudes of the entire P1–N1–P2 complex. In principle, such an increase

may be due to enlarged cell assemblies sensitive to the processing

of a certain aspect of information. Alternatively, as the amplitudes of

auditory evoked responses measured over the head surface reflect

the strengths of underlying dipoles, which are generated by the syn-

chronous activity of neural assemblies, the amplitudes of these AEFs

can also be interpreted as a measure of local neural synchrony.

Therefore, while the above-mentioned findings of bilateral synchro-

nization reflect a widespread interhemispheric temporal alignment,

the growth of the P1–N1–P2 complex may be a sign of local tempo-

ral alignment. The amplitude increase was by far strongest for the P2

component, signifying the greatest influence of the listening training

on this late AEF component. The latter has precognitive and learning-

sensitive characteristics, which are relevant for preparing sensory

integration.14,25,57 However, there was also a significant influence on

the P1 amplitude, supporting elementary sound processing and audi-

tory discrimination skills.42 Moreover, there was an influence on the

N1 amplitude generated in the planum temporale, which subserves

auditory feature detection,38 attentional functions,39,40,104 and spatial

sound localization.105 This suggests that the listening trainingpredomi-

nantly affects higher integrative auditory functions, thereby catalyzing

amultitude of transfer effects into related domains.74–79 In this regard,

it is noteworthy that a high degree of cortical synchronization can be

considered as a sign of neural efficiency.106 Thus, it seems justified

to postulate that active listening promotes neural efficiency in differ-

ent subregions of the auditory cortex, thereby facilitating elementary

sounddiscrimination, auditory attention, andmultisensory integration.

Additionally, we found a higher training-induced, short-term plasticity

of N1 and P2 amplitudes in the right hemisphere.

AEF latencieswere largely preservedafter the training for theentire

P1–N1–P2 complex. This is not surprising, as response latencies are

mostly a function of long-termbiologicalmaturational processes,4,33,35

like the myelination of nerve fibers.36 Musical expertise was related

to a broadened shape of the P2, resulting in a prolonged latency of

this component. This may be due to an evocation of different P2

subcomponents as a result of long-termmusical training.

Effects of listening training on auditory
discrimination abilities

Auditory discrimination abilities and thresholds substantially bene-

fited from the AULOS training. The most prominent improvement

was observed for rhythmic abilities, but there were also significant
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benefits for the discrimination of onset ramps, intensities, and fre-

quencies, reflected by decreased threshold values (Figure 4A–D). No

significant effects were found for tone duration or subjective pitch.

Significant absolute changes (pre – post) were observed for both

types of hearing thresholds (air and bone conduction) in response to

the listening training. The plasticity of these absolute changes turned

out to be about three to four times larger for bone conduction (12 dB,

on average) than for air conduction (3 dB on average, Figure 4H),

independent of musical expertise. Such differences were practically

invisible in the averaged curves (mean changes <1 dB) because the

thresholds for air and bone conduction changed in opposite direc-

tions in different subjects. In some participants, bone conduction

was initially hypersensitive (subthreshold), whereas, in others, it was

hyposensitive (suprathreshold). Thus, the mechanism of action has to

be considered to be more important for bone conduction than for air

conduction and should, therefore, receive more attention in future

research and training procedures.

Furthermore, our study revealed that the listening training sys-

tematically equalized bone and air conduction, that is, the absolute

difference between the two types of conduction was approximately

halved (Figure 4I). The equalization effect was highly significant in

the mid- and high-frequency regions, but not detectable in the low-

frequency region. This may be due to the fact that in the listening

training, high-pass filtering above 1 kHz was used to emphasize the

middle andhigher frequency regions,which aremost important for lan-

guage processing. While the middle frequency region predominantly

conveys information about speech vowels (<3 kHz), including the first

two formants and the third “singer formant,” the high-frequency region

is particularly relevant for the transmission of consonants which com-

prise components of up to10kHz68—especiallywhilewhisperingwhen

only high sibilant sounds are conveyed.

In conclusion, our findings indicate a strong positive influence of

active listening training on neural auditory processing and perception

in adolescence, when the auditory system is still developing.
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